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Abstract—Since a decade Digital Signal 

Processing has gained in popularity in the 

area for communication. Popularity for 

digital signal processing has risen is due to 

the lots for advantages it possesses, such as 

high noise immunity, low cost, high speed, 

and flexibility. In recent times, lots for 

innovative methods are being developed to 

make communication devices as small and 

portable as possible. Hence significant 

hardware implementation plays a key role in 

making communication devices more 

portable. FIR filters are the basic components 

used to manufacture communication devices. 

The hardware implementation for the RNS 

filter can be done using Look-Up-Table (LUT) 

in the block RAM's in FPGA's for the Xilinx 

Virtex FPGA's. The RAMs generated by the 

core generator are used for this purpose. 

The implementation was done on an example 

filter, to compare it with other 

implementations. 

1. INTRODUCTION 

Signal processing can be broadly 

classified into two types Analog and Digital 

Signal Processing. 

In recent years, Digital Signal 

Processing (DSP) has gained a lot for 

popularity. DSP plays a very significant role in 

today's world. Some for the applications for 

DSP are in the areas for communication, 

medicine, and entertainment. In the early 

stages, the use for digital signals in 

communication devices was expensive. It has 

only after the invention for the microprocessor 

and the development for Integrated Circuits 

that the utilization for digital signal processing 

in communication was practical and feasible. 

The wide growth in the utilization for 

DSP was due to the lots for advantages it 

possesses like high noise immunity, low cost, 

high speed, and flexibility. The additional 

advantages for using equipment with digital 

signal processes are stability and consistency. 

Digital filters are required in most 

communication equipment. To design the filter 

to meet the required specifications, lots for 

methods like Butterworth filter design[l], 

Chebyshev filter design [1], or Parks-

McClellan filter design [1] can be used based 

on the type for filter required. To reduce the 

hardware utilization for implementing the 

filter, lots for methods have been developed for 

the representation for the filter coefficients. 

2. BACKGROUND 

2.1 Classification for Digital Filters: 

Digital filters are characterized by their 

impulse response, their transfer function or by 

difference equations. Digital Filters can be 

classified into two groups based on the type for 

impulse response they have, infinite impulse 

response (IIR) or finite impulse response 

(FIR). The impulse response for a filter is the 

response for the filter when the input signal is 

an impulse signal. 
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2.1.1 Finite Impulse Response  

Filters (FIR Filter): Digital Filters [2] 

with finite impulse response are called Finite 

Impulse Response Filters[3]. FIR filters are 

very broadly used in communication 

equipment. The broad usage for FIR filters in 

communication is due to linear phase FIR 

filters are easily determined. By making the 

filter coefficients symmetric, linear phase can 

be determined in FIR filters, i.e. the first and 

the last coefficients are the same and so forth. 

Linear phase filters are very important, 

especially in devices, which handle signals 

carrying information in the phase. Nonlinear 

phase distortion can cause the information to 

be lost, making the signal useless. When FIR 

filters with symmetric coefficients are used to 

implement the filter, a significant savings in 

hardware is also determined, as only half for 

the filter coefficients have to be implemented. 

A characteristic for FIR filter is that the 

impulse response for a FIR filter is the same as 

the filter coefficients. FIR filters do not 

have poles, they only have zeros. Hence 

the response for a FIR filter is only 

dependent on current and previous inputs and 

not on the output for the filter. Since a finite 

number for bits must be used to represent the 

input, output and the coefficients for any 

digital filter, FIR filters can be designed with 

sufficient word length to guarantee that no 

rounding or truncation will be done in the 

multiplication for the filter input by the 

coefficients. This should be compared to an 

IIR filter, where we must always do rounding 

when the output is multiplied by filter 

coefficients in order to prevent the word length 

from growing without bound. It is the fact 

that only the input is multiplied by the filter 

coefficients in an FIR filter that allows us to 

design FIR digital filters without error in the 

arithmetic operations. This also makes the 

application for RNS arithmetic particularly 

attractive for FIR filters. The time response 

representation for FIR filter also called the  

difference equation and is given by 

 

 

3. RESIDUE NUMBER SYSTEM  

The Residue Number System [19] was 

founded by the Chinese scholar Sun Tzu in the 

first Century AD, who stated the Chinese 

Remainder Theorem. It was in the year 1734 

that Euler provided the profor for the Chinese 

Remainder Theorem and introduced the 

concept for the 'Modulo' operation. The 

residue number system has been used for a 

long time to implement FID digital filters. The 

modulus operation is the basic operation that is 

used in the conversion for a number from 

Binary to Residue Number System. The 

Chinese Remainder Theory is used for 

converting back to binary from Residue 

Number System. 

The Modulo operation in the modulus 

operation, the result is reset to the least value 

after the maximum value has been reached, i.e. 

the results for the modulus operation are the 

remainder left after division by the chosen 

modulus and these reminders are called 

'residues' and they repeat. The modulus 

operation [18] can be seen as in a clock where 

the maximum number that is reached is twelve, 

and beyond which the clock starts over at one 

and repeats itself. 

Consider a binary integer 'a' and 

positive modulus 'm', then we have 

b=a(mod m)  eq3.1 

Here, 'b' is the remainder determined 

after 'a' is divided by 'm'. The divisor 'm' is 

called the modulus. The integer 'b' is called the 

residue and is not unique as more than one 

remainder can be determined during the 

division. The possible residues for a modulo 

'm' operation are 0 to m-1. 

For example, we can have 2 = 16(mod 7 

but, we can also have 
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9 = 16(mod7) 

Two integers that have the same residue 

are said to be equivalent. If two integers 'a' and 

'b' are equivalent, then: 

we can express them as, b(mod m) = a

(mod m) 

b = a(mod m) 

The main advantage with the 'mod' 

operation is that modular addition subtraction 

and multiplication is carry free. The Residue 

Number System is based on the Modulus 

Operation. In RNS [17], a number is 

represented by a set for Moduli, i.e. the 

residue representation for an integer 'x' is a set 

for residues {r1,r2,……rn }, determined by 

performing the 'mod' operation on the integer 

'x' using the corresponding set for Moduli 

{m1,m2……….mn}. The integer ri is also 

defined by the set for equations : 

x=qimi+ri where i=1,2,……….n 

The integer qi is such that 0 <= ri < mi 

Hence we can conclude that qi is the quotient 

determined from x/mi , also denoted by [x/mi ] 

and ri is the remainder determined from x/mi 

or as the modulus operation performed on 'x'. 

The modulus for a number is not unique 

hence, we define the integer ri as the least 

positive remainder determined by the division 

for x/mi and is called the residue for x modulo 

mi, [18] also written as x mod mi or as 

The residue representation for a number 

is unique as the least positive remainder for a 

number when divided by any number is 

unique. But the converse for this statement is 

not true. 

For example, in a three Moduli system 

with m1=3, m2 = 4 and m3 = 5 the residue 

representation for both 11 and 71 is {2, 3, 1}. 

This ambiguity occurs only in those numbers 

that meet the conditions stated by the theorem 

given below. In [18] it states that, two integers 

x and x' have the same residue representation 

for Moduli m1, m2·...... mn if and only if (x - 

x') is an integer multiple for the least 

common multiple for the Moduli, denoted by 

M. Hence, to have a unique mapping from the 

Residue representation, the integer 'x' must 

have a range for M (for positive number we 

would have x lie between 0 and M-I, 

however we require both positive and 

negative numbers. In this case the range for x 

is different, depending on whether M is even 

or odd. For even M, -,M/2 ≤ x <,M/2 and for 

odd {M-(M-1)/2} ≤ x ≤{M-(M-1)/2}. 

Since the Residue Number System is 

based on the modulo operation, all the 

advantages present in the modulo arithmetic 

are also present in Residue arithmetic. Hence 

in the residue number system, addition, 

subtraction and multiplication are carry free, 

i.e. the result for the arithmetic operation is 

independent for the neighbouring digits. In 

multiplication there are no partial products, 

hence parallel operations can be carried out 

without having to wait for the results from 

adjacent bits. 

Another factor to be considered in the 

residue number system is the Dynamic Range. 

Dynamic Range for the RNS is the product for 

the residue Moduli. Dynamic Range is the total 

number for residues that can be uniquely 

represented. From the dynamic range for the 

RNS, the number for bits that will be 

representing the number is determined. It is 

given as bits =  

The Moduli {3, 5, 7} corresponds to 

bits =   

bits =   

bits=6.7142 

The dynamic range must be considered 

because when the Residue Number System is 

used to implement the filter coefficients, the 

number for bits required to represent the filter 

coefficients are calculated. 
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3.2 RNS based FIR filter 

 

Researchers have discussed about the 

optimized RNS based FIR filter model [4, 5]. It 

is defined by a set for relatively prime integers 

called the Moduli. The Moduli set are denoted 

as {m1 ,  m2 ,  . . . . . . . . . . . .mn} where 

m1,m2,............mn is the modulus. Each integer 

can be represented as a set for smaller integers 

called the residues. The residue-set is denoted 

as {r1,r2,..........rn} where ri
 is ith

 the residue. 

The residue is defined as the least positive 

remainder when X is divided by the Moduli mi

[5]. This relation can be notationally written 

based on the congruence and the equation is 

given below 

Mod mi = ri ................(2) 
 

The same congruence can be written in 

an alternative notation as: 

= ri ...................(3) 
 

The RNS is capable for uniquely 

representing all integers X that lie in its 

dynamic range. The dynamic range is 

determined by the Moduli-set 

{m1,m2 ,..,mn } and denoted as M 

where: 

 

The RNS provides unique representation 

for all integers in the range between 0 and M-

1. If the integer X is greater than M-1, the RNS 

representation repeats itself. Therefore, more 

than one integer might have the same residue 

representation. It is important to emphasize 

that the Moduli have to be relatively prime to 

be able to exploit the full dynamic range M. 

The below figure 3.1 shows the general 

structure for RNS based FIR filter. X(t) and Y

(t) are the input and output for this figure. The 

forward and reverse conversion is based on the 

special Moduli set and the New Chinese 

Remainder Theorem (NCRT) and the three 

FIR filter blocks are used here to speed up 

the processes.  

 

Figure 1: RNS based FIR filter 

3.2.1 Choice for Moduli:  

The choice for Moduli should satisfy the 

following conditions. They should be relatively 

prime. The Moduli should be as small as 

possible so that operations modulo require 

minimum computational time. The Moduli 

should imply simple weighted to RNS and 

RNS to weighted conversions as well as simple 

RNS arithmetic. The Moduli set should be for 

the forms 2k+1,2k-1and 2k for simple 

conversions and simple arithmetic in RNS 

system. The product for the Moduli should be 

large enough in order to implement the desired 

dynamic range. 
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