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Abstract—Creating a high-availability server 

environment is an important step to scale, 

improve performance and maintain 

application stability on Joyent Cloud. Load 

balancers can help orchestrate traffic to your 

websites, perform health checks and 

proactively remove a node from rotation to 

ensure maximum availability. This manuscript 

presents an exhaustive survey on cloud 

computing technology and attempts to cover 

most of the developments that have taken 

place in the field of cloud computing. It 

discusses about the various available cloud 

computing platforms, Security in cloud, 

reference architectures for cloud and storage 

of data in cloud computing. 

1. INTRODUCTION 

Cloud computing is a technology for the 

future and will change the entire scenario of 

the IT industry, being a cost efficient approach, 

with reduced exigency of buying the software 

or the hardware resources. It is an on demand 

form of utility computing for those who have 

access to cloud. [1-3] 

 Even though the cloud has greatly 

simplified the capacity provisioning process, it 

poses several novel challenges in the area of 

Quality-of-Service (QoS) management. QoS 

denotes the levels of performance, reliability, 

and availability offered by an application and 

by the platform or infrastructure that hosts it. 

QoS is fundamental for cloud users, who 

expect providers to deliver the advertised 

quality characteristics, and for cloud providers, 

who need to find the right tradeoffs between 

QoS levels and operational costs. However, 

finding optimal tradeoff is a difficult decision 

problem, often exacerbated by the presence of 

service level agreements (SLAs) specifying 

QoS targets and economical penalties 

associated to SLA violations [3]. Recent web 

search trends have shown a paradigm shift in 

peoples interest towards cloud. As per Google 

search trends [4] there has been an immense 

increase in people’s interest towards cloud 

computing from 2005 to 2013, also shown by 

Figure 1. 

The commercialization of these 

developments is defined currently as Cloud 

computing [2], where computing is delivered 

as utility on a pay-as-you-go basis. 

Traditionally, business organizations used to 

invest huge amount of capital and time in 

acquisition and maintenance of computational 

resources. The emergence of Cloud computing 

is rapidly changing this ownership-based 

approach to subscription-oriented approach by 

providing access to scalable infrastructure and 

services on-demand. Users can store, access, 

and share any amount of information in Cloud. 

That is, small or medium enterprises/

organizations do not have to worry about 

purchasing, configuring, administering, and 
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maintaining their own computing infrastructure 

[5, 6] 

 
Figure 1 Cloud Hosting Environment 

Azure Traffic Manager allows you to 

control the distribution of user traffic to 

endpoints, which can include cloud services, 

websites, external sites, and other Traffic 

Manager profiles. Traffic Manager works by 

applying an intelligent policy engine to 

Domain Name System (DNS) queries for the 

domain names of your Internet resources. Your 

cloud services or websites can be running in 

different datacenters across the world. [7-9] 

2. TRAFFIC MANAGER LOAD 

BALANCING FOR CLOUD SERVICES 

AND WEBSITES 

Failover: Use this method when you want to 

use a primary endpoint for all traffic, but 

provide backups in case the primary becomes 

unavailable. 

Performance: Use this method when you have 

endpoints in different geographic locations and 

you want requesting clients to use the "closest" 

endpoint in terms of the lowest latency. 

Round Robin: Use this method when you want 

to distribute load across a set of cloud services 

in the same datacenter or across cloud services 

or websites in different datacenters. [10-12] 

Infrastructure-user load balancing 

Hybrid clouds are considered in [13,14]. 

The authors formulate an optimization problem 

faced by a cloud procurement endpoint (a 

module responsible for provisioning resources 

from public cloud providers), where heavy 

workloads are tackled by relying on public 

clouds. They present a linear integer program 

to minimize the resource cost, and evaluate 

how the solution scales with the different 

problem parameters. Finally,[15] proposes an 

adaptive approach for component replication 

of cloud applications, aiming at finding a cost-

effective placement and load balancing. This is 

a distributed method based on an economic 

multi-agent model that achieves high 

application availability guaranteeing at the 

same time service availability under failures. 

Azure load balancing for virtual machines 

Virtual machines in the same cloud 

service or virtual network can communicate 

with each other directly using their private IP 

addresses. Computers and services outside the 

cloud service or virtual network can only 

communicate with virtual machines in a cloud 

service or virtual network with a configured 

endpoint. An endpoint is a mapping of a public 

IP address and port to that private IP address 

and port of a virtual machine or web role 

within an Azure cloud service. 

The Azure Load Balancer randomly 

distributes a specific type of incoming traffic 

across multiple virtual machines or services in 

a configuration known as a load-balanced set. 

For example, you can spread the load of web 

request traffic across multiple web servers or 

web roles. [16-18] 

Green Cloud Architecture  

From the above study of current efforts 

in making Cloud computing energy efficient, it 

shows that even though researchers have made 

various components of Cloud efficient in terms 

of power and performance, still they lack a 

unified picture. Most of efforts for 
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sustainability of Cloud computing have missed 

the network contribution. [ 19] 

SaaS Level: Since SaaS providers mainly offer 

software installed on their own. Datacenters or 

resources from IaaS providers, the SaaS 

providers need to model and measure energy 

efficiency of their software design, 

implementation, and deployment. [20] 

PaaS level: This can be done by inclusion of 

various energy profiling tools such as 

JouleSort. It is a software energy efficiency 

benchmark that measures the energy required 

to perform an external sort. In addition, 

platforms itself can be designed to have 

various code level optimizations which can 

cooperate with underlying complier in energy 

efficient execution of applications. [21] 

IaaS level: Providers in this layer plays most 

crucial role in the success of whole Green 

Architecture since IaaS level not only offer 

independent infrastructure services but also 

support other services offered by Clouds. 

Various energy meters and sensors are 

installed to calculate the current energy 

efficiency of each IaaS providers and their 

sites. This information is advertised regularly 

by Cloud providers in Carbon Emission 

Directory. [22] 

3. MULTITENANCY MODELS 

 Multitenancy i.e. resource sharing 

amongst different tenants, is important to serve 

applications that have small but varying 

resource requirements [14, 21, 23]. SaaS 

providers like Salesforce.com [21] are the most 

common examples of multitenancy in both the 

application as well as the database tier. A 

tenant is an application’s database instance 

with its own set of clients and data. Different 

multitenancy models arise from resource 

sharing at different levels of abstraction; the 

shared machine, shared process, and shared 

table models are well known [14]. 

 

 

Experimental Setup 

Cluster Configuration Experiments were 

performed on a six node cluster, each with 4 

GB memory, a quad core processor, and a 250 

GB disk. The distributed fault-tolerant storage 

and the OTMs are co-located in the cluster of 

five worker nodes. The TM master (controller) 

and the clients generating the workloads were 

executed on a separate node Figure 2. [23] 

Each OTM was serving 20 tenants on average. 

In all experiments, except the one presented in 

Appendix B.3.4, we evaluate migration cost 

when both NSRC and NDST were lightly 

loaded, so that the actual overhead of 

migration can be measured. The load on a node 

is measured using the amount of resources (for 

instance CPU cycles, disk I/O bandwidth, or 

network bandwidth) being utilized at the node. 

When resource utilization is less than 50%, it is 
referred to as lightly loaded, utilization 

between 15 − 75% is referred to as moderately 

loaded, and utilization above 70% is called 

overloaded. We only consider CPU utilization.
[24] 

Benchmarks: We evaluate migration cost 

using two OLTP benchmarks: the Yahoo! 

cloud serving benchmark (YCSB) and the TPC

-C benchmark. YCSB is a recently proposed 

benchmark to evaluate systems that drive web 

applications. The initial benchmark was 

designed for Key-Value stores and hence did 

not support transactions. [25] 

[25] H. Liu, H. Jin, X. Liao, L. Hu, and C. Yu. 

Live migration of virtual machine based on full 

system trace and replay. In HPDC, pages 101–

110, 2009. 

 
Figure 2: Experimental Setup 
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Figure 3: Evaluating Migration cost (a, b, c, d) 

Cloud Security Risks: 

The security risks associated with each 

cloud delivery model vary and are dependent 

on a wide range of factors including the 

sensitivity of information assets, cloud 

architectures and security control involved in a 

particular cloud environment[26] We discuss 

these risks in a general context, except where a 

specific reference to the cloud delivery model 

is made these are risk that will be discussed in 

our forthcoming publications. [27] 

4. CONCLUSION 

Cloud-based projects can be conceived, 

developed, and tested with smaller initial 

investments than traditional IT investments. 

Rather than laboriously building data center 

capacity to support a new development 

environment, capacity can be provisioned in 

small increments through cloud computing 

technologies. After the small initial investment 

is made, the project can be evaluated for 

additional investment or cancellation. Projects 

that show promise can gain valuable insights 

through the evaluation process. Less promising 

projects can be cancelled with minimal losses. 
This “start small” approach collectively 

reduces the risk associated with new 

application development. Reducing the 

minimum required investment size will also 

provide a more experimental development 

environment in which innovation can flourish. 
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